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Context: When adapting a system to new usage patterns, processes or technologies, it is necessary to
foresee the implications of the architectural design changes on system quality. Examination of quality
outcomes through implementation of the different architectural design alternatives is often unfeasible.
We have developed a method called PREDIQT with the aim to facilitate model-based prediction of
impacts of architectural design changes on system quality. A recent case study indicated feasibility of
the PREDIQT method when applied on a real-life industrial system. The promising results encouraged
further and more structured evaluation of PREDIQT.
Objective: This paper reports on the experiences from applying the PREDIQT method in a second and
more recent case study – on a real-life industrial system from another domain and with different system
characteristics, as compared to the previous case study. The objective was to evaluate the method in a
fully realistic setting and with respect to carefully defined criteria.
Method: The case study conducted the first two phases of PREDIQT in their entirety, while the last (third)
phase was partially covered. In addition, the method was assessed through a thought experiment-based
evaluation of predictions and a postmortem review. All prediction models were developed during the
analysis and the entire target system was analyzed in a fully realistic setting.
Results: The evaluation argues that the prediction models are sufficiently expressive and comprehensible.
It is furthermore argued that PREDIQT: facilitates predictions such that informed decisions can be made;
is cost-effective; and facilitates knowledge management.
Conclusion: The experiences and results obtained indicate that the PREDIQT method can be carried out
with limited resources, on a real-life system, and result in useful predictions. Furthermore, the observa-
tions indicate that the method, particularly its process, facilitates understanding of the system architec-
ture and its quality characteristics, and contributes to structured knowledge management.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

When adapting a system to new usage patterns, processes or
technologies, it is necessary to foresee the implications that the
architectural design changes have on system quality. Predictability
with respect to non-functional requirements is one of the neces-
sary conditions for the trustworthiness of a system. Examination
of quality outcomes through implementation of the different archi-
tecture design alternatives is often unfeasible. A model-based
approach is then an alternative. We have developed a method
called PREDIQT with the aim to facilitate model-based prediction
of impacts of architectural design changes on system quality.
Examples of quality characteristics include availability, scalability,
security and reliability.
ll rights reserved.

ovic).
A recent case study [1] indicated feasibility of the PREDIQT
method when applied on a real-life industrial system. The promis-
ing empirical results and experiences from the previous case study
encouraged further and more structured evaluation of the PREDIQT
method. This paper addresses experiences from applying PREDIQT
on another real-life industrial system from a different domain and
with different system characteristics (lifetime, purpose, technology
the system is implemented on, number of users and kind of users),
compared to the previous case study.

The target system analyzed serves as a semantic model and a
repository for representation of the system owner’s core working
processes and rules, and as a knowledge database. It is a business-
critical and complex expert system used for management and
support of numerous working processes, involving hundreds of pro-
fessional users every day. The system is subject to frequent architec-
tural design changes of varying type and extent. The system owner,
who was also the client commissioning the analysis, required full
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Fig. 1. A simplified overview of the process of the PREDIQT method. The process
consists of three main phases. During the first phase, the scope of the analysis is
characterized and the initial prediction models are developed. During the second
phase, the models are evaluated through triangulation, and approved once they are
complete, consistent and correct. During the third phase, the prediction models are
used by applying each change on the models and obtaining the predictions in terms
of propagation paths and updated QCF values on the affected DV elements along the
paths.

1378 A. Omerovic et al. / Information and Software Technology 54 (2012) 1377–1395
confidentiality with respect to the kind of system targeted, the mod-
els obtained, the personnel involved and the name of the organiza-
tion. This paper reports solely on the experiences obtained by the
participants of the real-life case, describes the process undergone,
the evaluation results, the observations and the properties of the
artifacts. The reported experiences and results have provided valu-
able insight into the strengths and weaknesses of the method.

The case study was conducted in the year 2010. The first overall
two phases of the PREDIQT method were conducted in their
entirety, while the last phase was partially covered. In addition,
the method was assessed through a thought experiment-based
evaluation of predictions and a postmortem review. All prediction
models were developed during the analysis and the entire target
system (within the predefined scope) was analyzed. The analysis
was performed in the form of five workshops and six intermediate
meetings in a fully realistic setting in terms of the scope, the objec-
tives, the process, the prediction models and the participants.

This paper is a slightly revised and restructured version of a full
technical report [2]. The latter is an extended version of a paper [3]
originally presented at and published in the proceedings of the
SSIRI’11 conference. With respect to the SSIRI’11 conference paper,
this paper is extended with deduction of the success criteria, a
detailed presentation of the setup and data collection during the
PREDIQT-based analysis, a presentation of the outcomes of the
PREDIQT-based analysis, a detailed presentation of the research
method, specification of the template used for acquiring the writ-
ten feedback, and a summary the feedback (on the PREDIQT-based
analysis) received from the respondents through the evaluation
template. Moreover, the extensions include a discussion of threats
to validity and reliability, and a brief summary of the related work.

The rest of the paper is structured as follows. We briefly present
the PREDIQT method in Section 2. The research method is summa-
rized in Section 3. Section 4 presents five success criteria, which
cover the needs of three identified stakeholder groups, and which
both the case study and the contents of this paper have primarily
been driven by. The process undergone during the PREDIQT-based
analysis is presented in Section 5. Setup and data collection during
the PREDIQT-based analysis are outlined in Section 6. The out-
comes of the process, in terms of artifacts, evaluation results and
observations, are reported in Section 7. Results of evaluation and
a postmortem review are summarized in Section 8. Section 9 pro-
vides an evaluation of the experiences and results with respect to
the five pre-defined success criteria. Threats to validity and reli-
ability are discussed in Section 10. Section 11 summarizes some
of the related work, before concluding in Section 12. A more thor-
ough presentation of the research method is provided in Appendix
A. Appendix B presents the design of the evaluation template used
in relation to the postmortem review. A summary of the feedback
received through the evaluation template is provided in Appendix
C.

2. Overview of the PREDIQT method

The PREDIQT method produces and applies a multi-layer model
structure, called prediction models, which represent system rele-
vant quality concepts (through ‘‘Quality Models’’), architectural de-
sign (through ‘‘Design Models’’), and the dependencies between
architectural design and quality (through ‘‘Dependency Views’’).
The Design Models are used to specify the target system and the
changes whose effects on quality are to be predicted. The Quality
Models are used to formalize the quality notions and define their
interpretations. The values and the dependencies modeled through
the Dependency Views (DVs) are based on the definitions provided
by the Quality Models. The DVs express the interplay between the
system architectural design and the quality characteristics. Once a
change has been specified on the Design Models, the affected parts
of the DVs are identified, and the effects of the change on the qual-
ity values are automatically propagated at the appropriate parts of
the DVs. This section briefly outlines the PREDIQT method in terms
of the process and the artifacts. For further details on PREDIQT, see
[1,4–7].

The process of the PREDIQT method consists of three overall
phases. Each phase is decomposed into sub-phases, as illustrated
in a simplified form by Fig. 1. Based on the initial input, the stake-
holders involved deduce a high level characterization of the target
system, its scope and the objectives of the prediction analysis, by
formulating the system boundaries, system context (including
the operational profile), system lifetime and the extent (nature
and rate) of design changes expected. Quality Models are created
in the form of a tree, by defining quality notions with respect to
the target system. The Quality Models represent a taxonomy with
interpretations and formal definitions of system quality notions.
The total quality of the system is decomposed into characteristics,
sub-characteristics and quality indicators. The Design Models rep-
resent the architectural design of the system.

For each quality characteristic defined in the Quality Model, a
quality characteristic specific DV is deduced from the Design Mod-
els and the Quality Models of the system under analysis. This is
done by modeling the dependencies of the architectural design
with respect to the quality characteristic that the DV is dedicated
to, in the form of multiple weighted and directed trees. A DV com-
prises two notions of parameters:

1. EI: Estimated degree of Impact between two nodes, and
2. QCF: degree of Quality Characteristic Fulfillment.

Each arc pointing from the node being influenced is annotated
by a quantitative value of EI, and each node is annotated by a quan-
titative value of QCF.

Fig. 2 shows an excerpt of an example DV with fictitious values.
In the case of the Encryption node, the QCF value expresses the
goodness of encryption with respect to the quality characteristic
in question, e.g., security. A quality characteristic is defined by the
underlying system specific Quality Models, which may, for exam-
ple, be based on the ISO 9126 product quality standard [8]. A QCF
value on a DV expresses to what degree the node (representing
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Fig. 2. Excerpt of an example DV with fictitious values. A DV is a weighted
dependency tree showing dependencies with respect to a given quality character-
istic. The parent node is decomposed into the elements influencing it indepen-
dently, with respect to the quality characteristic that the DV is dedicated to. The
values on the arcs express the degree of influence of the children nodes on the
parent node. They sum up to one, since the DV is complete. The nodes are annotated
with the element name and the QCF value which expresses to which degree the
element (within its own domain) fulfills the quality characteristic.

Fig. 3. Main stages of the research method. The process consisted of four stages.
The first one was case study design which included planning of the PREDIQT-based
analysis, characterization of research question, the units of analysis and deduction
of the success criteria. The second one was the PREDIQT-based analysis consisting
of the process depicted on Fig. 1. The third one was the assessment stage which
collected the different forms of the evaluation of the PREDIQT-based analysis. The
last stage was the evaluation with respect to success criteria, which discussed
the degree to which the pre-defined success criteria were achieved during the
PREDIQT-based analysis.
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system part, concern or similar) is realized so that it, within its own
domain, fulfills the quality characteristic. The QCF value is based on
the formal definition of the quality characteristic (for the system
under analysis), provided by the Quality Models. The EI value on
an arc expresses the degree of impact of a child node (which the
arc is directed to) on the parent node, or to what degree the parent
node depends on the child node, with respect to the quality charac-
teristic under consideration.

‘‘Initial’’ or ‘‘prior’’ estimation of a DV involves providing QCF
values to all leaf nodes, and EI values to all arcs. Input to the DV
parameters may come in different forms (e.g., from domain expert
judgments, experience factories, measurements, monitoring, logs,
etc.), during the different phases of the PREDIQT method. The DV
parameters are assigned by providing the estimates on the arcs
and the leaf nodes, and propagating them according to the general
DV propagation algorithm. Consider for example the Data protec-
tion node on Fig. 2 (denoting: DP: Data protection, E: Encryption,
AT: Authentication, AAT: Authorization, and O:Other):

QCFðDPÞ ¼ QCFðEÞ � EIðDP!EÞ þ QCFðATÞ � EIðDP!ATÞ þ QCFðAATÞ

� EIðDP!AATÞ þ QCFðOÞ � EIðDP!OÞ ð1Þ

The DV-based approach constrains the QCF of each node to
range between 0 and 1, representing minimal and maximal charac-
teristic fulfillment (within the domain of what is represented by
the node), respectively. This constraint is ensured through the for-
mal definition of the quality characteristic rating (provided in the
Quality Models). The sum of EIs, each between 0 (no impact) and
1 (maximum impact), assigned to the arcs pointing to the immedi-
ate children must be 1 (for model completeness purpose). More-
over, all nodes having a common parent have to be orthogonal
(independent). The dependent nodes are placed at different levels
when structuring the tree, thus ensuring that the needed relations
are shown at the same time as the tree structure is preserved.

The general DV propagation algorithm, exemplified by Eq. (1), is
legitimate since each quality characteristic DV is complete, the EIs
are normalized and the nodes having a common parent are orthog-
onal due to the structure. A DV is complete if each node which is
decomposed has children nodes which are independent and which
together fully represent the relevant impacts on the parent node
with respect to the quality characteristic that the DV is dedicated to.

The rationale for the orthogonality is that the resulting DV
structure is tree-formed and easy for the domain experts to relate
to. This significantly simplifies the parametrization and limits the
number of estimates required, since the number of interactions be-
tween the nodes is minimized. Although the orthogonality require-
ment puts additional demands on the DV structuring, it has shown
to represent a significant advantage during the estimation.
The ‘‘Verification of prediction models’’ phase aims to validate
the prediction models (with respect to the structure and the indi-
vidual parameters) before they are applied. A measurement plan
with the necessary statistical power is developed, describing what
should be evaluated, when and how. Both system-as-is and change
effects should be covered by the measurement plan. Model fitting
is conducted in order to adjust the DV structure and the parame-
ters, to the evaluation results. The objective of the ‘‘Approval of
the final prediction models’’ sub-phase is to evaluate the prediction
models as a whole and validate that they are complete, correct and
mutually consistent after the fitting. If the deviation between the
model and the new measurements is above the acceptable thresh-
old after the fitting, the target modeling is re-initiated.

The ‘‘Application of prediction models’’ presupposes that the
prediction models are approved. During this phase, a specified
change is applied to the Design Models and the DVs, and its effects
on the quality characteristics at the various abstraction levels are
simulated on the respective DVs. The change specification should
clearly state all deployment relevant facts that are necessary for
applying the change. The ‘‘Apply the change on prediction models’’
phase involves applying the specified architectural design change
on the prediction models. When an architectural design change
is applied on the Design Models, it is according to the definitions
in the Quality Model, reflected to the relevant parts of the DV.
Thereafter, the DV provides propagation paths and quantitative
predictions of the new quality characteristic values by propagating
the change throughout the rest of each one of the modified DVs,
based on the general DV propagation algorithm. We have earlier
developed tool support [1] based on MS Excel for simulation and
sensitivity analysis related to the DVs.
3. Research method

The research method is motivated by the guidelines for case
study research provided by Yin [9]. A deductive approach is under-
taken, where the already defined PREDIQT method is exposed to an
empirical trial in the form of a case study. For more details on the
research method, see Appendix A.

The main stages of the research method are depicted in Fig. 3.
The case study design included characterization of research ques-
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tion, the units of analysis and the success criteria as the main
outcomes.

The PREDIQT-based analysis was performed by following the
pre-defined process of the PREDIQT method. However, instead of
performing predictions of effects of future changes during the last
workshop (as specified by the PREDIQT process), we chose to dem-
onstrate how prediction models can be applied by simulating the
effects of reversal of a very large already implemented change.
As such, the model application phase is not fully covered, but only
demonstrated. The affected Design Model elements and DV
elements were identified and their modified parameter values
(i.e. values of the affected prior parameters) were estimated by
the domain experts. Thereafter, the simulation on the DVs was
made by the analyst.

Additionally, in order to evaluate the predictions obtained, a
thought experiment regarding the effect of the change on the
QCF values on the root nodes of the respective DVs was performed
by the domain experts. Thus, this was a part of the method assess-
ment. The overall assessment measures included: written feedback
(based on an evaluation template) from the analysis participants
(affiliated with the customer organization) provided upon comple-
tion of the analysis and the aforementioned thought experiment-
based evaluation; verbal feedback during the analysis from the
analysis participants (affiliated with the customer organization);
and observations made by the analyst during the analysis. Based
on the results of the PREDIQT-based analysis and the assessment,
an evaluation with respect to the evaluation criteria was provided.

The research question of this case study is: How does the PRED-
IQT method perform in a fully realistic setting and when applied on a
system from a different domain than the previously evaluated one.

The propositions were deduced with respect to each phase of
the PREDIQT process, as well as with respect to the entire PREDIQT
process as a whole. The propositions were then merged into a set of
main success criteria and related to the objectives of the different
stakeholders.

The units of analysis are identified as:

� the prediction models developed during the analysis,
� the predictions obtained in terms of propagation paths and the

QCF values,
� the process of the PREDIQT-based analysis,
� the participants of the analysis.

The contents of the paper have been authored by the research
group, which the analyst is a part of. In an attempt to avoid bias
in the interpretation of the results, emphasis has been put on neu-
trally presenting the factual results, rather than interpreting and
analyzing them in detail. The paper has been approved by the cus-
tomer organization, with the aim of ensuring that agreement on
the facts presented is achieved, as well as ensuring that no confi-
dential information has been disclosed.

4. Success criteria

Many concerns are relevant in the evaluation of a method like
PREDIQT. In order to efficiently cover most prevailing concerns,
we start by identifying the stakeholder groups involved: the cus-
tomers, the domain experts and the analyst. Success criteria (SC)
are then deduced from the point of view of each stakeholder group.
Note that the degree of relevance of each success criterion may
vary between the stakeholder groups.

The customers are the ones needing, requesting and paying for
the PREDIQT-based analysis. The customers are represented by
decision makers, managers, system architects or personnel respon-
sible for quality assurance. The customers are not necessarily in-
volved in the the process of a PREDIQT-based analysis, but have
interest in added value through enhanced decision making related
to architectural design changes of the system and through im-
proved knowledge management in the organization. These two
concerns should facilitate trustworthiness, reliability, usability
and maintainability of the system. They should also decrease
dependency of the organization on individuals with system or
business critical knowledge.

For the customer of a PREDIQT-based analysis, the overall goal
is to accomplish useful predictions. By useful predictions we mean
predictions providing sufficient understanding of the impacts of
the architectural design changes on system quality, so that in-
formed decisions can be made. Hence,

SC1: The PREDIQT-based analysis facilitates predictions providing
sufficient understanding of the impacts of architectural design changes
on system quality characteristics, so that informed decisions can be
made.

The customers’ objective is also to be able to justify the cost of
the analysis, as compared to its benefit. Hence,

SC2: The PREDIQT-based analysis is cost-effective.
The analyst is the one conducting the PREDIQT-based analysis

and documenting the results. This implies that the analyst has
expertise on PREDIQT, leads the process, fully understands – and
in some cases participates in the development of – the prediction
models, and documents the results. The analyst does, however,
not necessarily have prior expertise on the target system under
analysis, but should understand it sufficiently and be capable of
collecting and processing the input needed in order to manage
the development of the prediction models.

One objective for the analyst is to successfully conduct and doc-
ument the analysis within the frame of the limited resources allo-
cated. This implies that the PREDIQT-based analysis should be
sufficiently simple to be feasible within the allocated resources,
while still providing the requested added value for the customer.
These goals are, however, already expressed through SC1 and
SC2. In addition, the analyst aims to capture through the prediction
models the relevant knowledge, information and requirements on
system architecture, usage profile, assumptions and constraints.
This is crucial for ensuring quality of the model-based predictions
in terms of both prediction certainty and the ability of the predic-
tion models to handle the relevant architectural design changes.
Hence,

SC3: The prediction models are sufficiently expressive to adopt the
relevant architectural design changes and facilitate analysis of effects
of the changes on quality.

The domain experts participate actively in all stages of the anal-
ysis. The domain experts may be represented by system architects,
system users, developers, engineers, managers or experts in spe-
cific scientific areas that the system supports. The domain experts
are typically affiliated with the customer organization.

The PREDIQT method should help the domain experts commu-
nicating their knowledge in such a way that the analysis results in
correct and sufficiently detailed prediction models which the par-
ticipants agree upon and have a harmonized understanding of. The
prediction models should therefore be comprehensible by the
domain experts when properly guided by the analyst. Hence,

SC4: The prediction models are sufficiently comprehensible to al-
low the domain experts to be actively involved in all phases of the
PREDIQT process and to achieve the goals of each phase with a com-
mon understanding of the results.

Moreover, both the customer and the domain experts share the
objective of improved knowledge management in the organization.
For both, this is motivated by the concerns of efficient knowledge
exchange, improved understanding of the system, reduced depen-
dency on individuals, as well as increased maintainability and reli-
ability of the system (as a result of a model-based decision
support). Hence,
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SC5: The PREDIQT-based analysis facilitates knowledge manage-
ment and contributes to a common understanding of the target system
and its quality.
5. Overview of the process undergone during the PREDIQT-
based analysis

This section focuses on the process of the PREDIQT-based anal-
ysis (that is, second main phase on Fig. 3). We chronologically out-
line the relevant events and meetings in terms of their contents,
participants, preparation and the time spent.

The analysis took place during the year 2010. Two preliminary
meetings were held between the customer representatives and
the analyst. The preliminary meetings were spent for motivating
the analysis and identifying the challenges which the analysis
should address. Thereafter, the analysis was organized in the form
of five workshops and six working sessions in between some of the
workshops. The workshops gathered both the domain experts and
the customer (managers), and aimed to report on the current re-
sults and reach a milestone which the management should be in-
volved in. The intermediate working sessions gathered the
domain experts and the analyst to work tightly together on a par-
ticular task as a prerequisite for the forthcoming workshop. Tables
1–3 outline the process of the analysis. The first column specifies
the type of the meeting (PM: preliminary meeting, W: workshop
and S: working session) followed by the sequence number with re-
spect to the kind of meeting. Column two specifies the date of the
meeting. The third column lists the participants (note that all man-
agers and domain experts were affiliated with the customer orga-
nization, while the analyst and the secretary belong to an external
research group). The fourth column describes the contents and
achievements of the meeting. The fifth column specifies the prep-
aration activities for the meeting in question. The last column
Table 1
Outline of the process of the PREDIQT-based analysis. The first column specifies the type (P
meeting (relative to the type). Column two specifies the date of the meeting. The third colu
of the meeting. The fifth column specifies the preparation activities for the meeting in q
preparing for it. T denotes the total number of hours spent by all participants of the meeti
only.

Meeting Date Participants Contents

PM1 March
25,
2010

Two managers. The
analyst

Customer’s presentation of the needs an
regarding quality, particularly security a
interoperability of the systems. A brief p
the PREDIQT method and its possible ap
case study. Planning of the forthcoming
the domain experts and the overall cust
representatives

PM2 May
11,
2010

Four managers. Three
domain experts. The
analyst

Characterization (by the customer organ
representatives) of the system architect
challenges that the case study may focu
presentation of the PREDIQT method an
application to the context

W1 June
15,
2010

Three managers.
Three domain
experts. The analyst.
The secretary

The customer organization representativ
characterized the target and the scope o
defined the target, defined the operation
(current variability and expected change
pattern, number of users, number of req
amount of data), defined the expected li
system, specified type and extent of the
changes, and characterized the main qu
characteristics of the system

S1 June
17,
2010

Two domain experts.
The analyst

Given to the analyst by the domain exp
the target system, a presentation of the
properties of the system, specification o
and failures due to changes of the syste
overview of the testing procedures. Clari
written input
shows the approximate time spent (in terms of man-hours) during
the meeting and in preparing for it. T denotes the total number of
hours spent by all participants of the meeting (including the ana-
lyst), while A denotes the number of hours spent by the analyst
only. The time spent on reporting and dissemination of the results
after completion of meeting W5 is not included in the last column.
Agreeing upon the approximate time until the next meeting and
summarizing the action points were the last topics of each work-
shop (W). Minutes from each workshop were written and dissem-
inated by the analysis secretary. The sub-phases of the pre-defined
process of the PREDIQT method (see Fig. 1) were organized as
follows:

� Target modeling
– Characterize the target and the objectives: PM1, PM2, W1, S1
– Create Quality Models: W2, S2, W3
– Map Design Models: W2, S2, W3
– Create DVs: S3, S4, S5
� Verification of the prediction models

– Evaluation of prediction models: S5, W4, S6
– Fitting of the prediction models: W4, S6
– Approval of the final prediction models: S6
� Application of the prediction models

– Specify the change: S6
– Apply the change on the prediction models: W5
– Quality prediction: W5

The case study was conducted in a realistic setting, with the
objective of fully testing the feasibility of the method and providing
added value for the customer. The target system analyzed serves
within the customer organization as a semantic model and a repos-
itory for representation of the organization’s core working pro-
cesses, rules, and as a knowledge database. It is a business-critical
expert system used for management and support of numerous
M: preliminary meeting, W: workshop and S: working session) and the number of the
mn lists the participants. The fourth column describes the contents and achievements
uestion. The last column shows the approximate time spent on the meeting and in
ng (including the analyst), while A denotes the number of hours spent by the analyst

Preparation Hours

d challenges
nd
resentation of

plication in the
meeting with
omer

Clarified formalities regarding communication
channels and information exchange

T:5
A:3

ization
ure and main
s on. A
d its possible

The analyst received the input requested: system and
enterprise architecture documentation, requirements
specification, system design documentation, service
level agreement and operational environment
specification

T:10
A:3

es
f the analysis:
al profile
s in usage
uests and
fetime of the
expected

ality

The documentation studied by the analyst and
clarifications or additional information needs
communicated with the customer

T:15
A:8

erts: a demo of
functional
f typical faults
m, and an
fications of the

The analyst specified questions and additional
information needs to the domain experts

T:10
A:5



Table 2
Outline of the process of the PREDIQT-based analysis – continued from Table 1. The first column specifies the type (PM: preliminary meeting, W: workshop and S: working
session) and the number of the meeting (relative to the type). Column two specifies the date of the meeting. The third column lists the participants. The fourth column describes
the contents and achievements of the meeting. The fifth column specifies the preparation activities for the meeting in question. The last column shows the approximate time
spent on the meeting and in preparing for it. T denotes the total number of hours spent by all participants of the meeting (including the analyst), while A denotes the number of
hours spent by the analyst only.

Meeting Date Participants Contents Preparation Hours

W2 August 17,
2010

Two domain experts.
Three managers. The
analyst. The
secretary

The analyst presented initial Quality Models
(compliant with ISO 9126 [8]) and Design Models.
Model revision in the group

The analyst requested and received further
documentation regarding system design.
Development of system Quality Models and Design
Models, by the analyst

T:30
A:20

S2 September
6, 2010

Three domain
experts. The analyst

The analyst presented the updated Quality Models and
Design Models. Selected use scenarios and change
cases were undergone in the group, in order to check if
the current models support their specification.
Revision of all quality and Design Models in the group

Updates (based on the discussion from W2
meeting) of system Quality Models and Design
Models, by the analyst

T:15
A:7

W3 September
9, 2010

Two domain experts.
Three managers. The
analyst. The
secretary

The analyst presented the current version of all
prediction models. Revision of the Quality Models.
Revision of the Design Models. Characterization of the
types of potential architectural design changes.
Preliminary approval of the available prediction
models (Quality Models and Design Models)

Updates (based on the discussion from S2 meeting)
of system Quality Models and Design Models, by
the analyst

T:20
A:10

S3 September
28, 2010

Four domain
experts. The analyst

The analyst presented the approach regarding the DV
structure development (assumptions, rules, DV syntax
and DV semantics) and an early draft of a DV, for the
domain experts. Development of the DV structures in
the group

Development of an initial draft of a DV structure
(by the analyst), for triggering the discussion and
exemplification

T:20
A:10

Table 3
Outline of the process of the PREDIQT-based analysis – continued from Table 2. The first column specifies the type (PM: preliminary meeting, W: workshop and S: working
session) and the number of the meeting (relative to the type). Column two specifies the date of the meeting. The third column lists the participants. The fourth column describes
the contents and achievements of the meeting. The fifth column specifies the preparation activities for the meeting in question. The last column shows the approximate time
spent on the meeting and in preparing for it. T denotes the total number of hours spent by all participants of the meeting (including the analyst), while A denotes the number of
hours spent by the analyst only.

Meeting Date Participants Contents Preparation Hours

S4 September
29, 2010

Four domain
experts. The analyst

The analyst presented the approach regarding the
(DV) parameter estimation (how to deduce the
values, how to use the Quality Models, syntax and
semantics of QCFs and EIs [1]), for the domain
experts. Further development of the DV structures
and DV parameter estimation in the group

Documentation of the DV structure in the tool (MS
Excel sheet customized for DVs in PREDIQT analysis).
The analyst received documentation on typical
system changes

T:20
A:10

S5 October 11,
2010

Four domain
experts. The analyst

Further DV parameter estimation Documentation of the updated DVs in the tool T:15
A:5

W4 October 20,
2010

Three domain
experts. One
manager. The
analyst. The
secretary

Validation of the DVs based on a thought experiment
addressing randomly selected parts of the DVs. Model
fitting of the DVs

The analyst prepared a thought experiment setup
based on the changes that the system has undergone

T:20
A:8

S6 October 22,
2010

Two domain
experts. The
analyst. The
secretary

Continued validation of the DVs based on a thought
experiment of addressing randomly selected parts of
the DVs. Model fitting of the DVs. Final approval of the
prediction models. Specification of changes which are
to be simulated in the demo of meeting W5

T:15
A:2

W5 November
3, 2010

Three domain
experts. One
manager The
analyst. The
secretary

A summary of the results provided by the analyst:
overview of the process undergone, and a
presentation of the final prediction models. A demo of
application of the prediction models: change
specification, application of the change on the
prediction models and quality prediction in terms of
propagation paths and the modified QCF values

The analyst prepared a simulation demo T:20
A:8
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working processes, involving hundreds of professional users every
day. It is developed in-house, is rather complex and is used by
numerous surrounding systems. The system represents an impor-
tant asset for the customer organization. The changes on the system
are implemented collectively approximately two times a year,
while the individual changes are considered and designed fre-
quently. The extent and number of changes are increasing. There
is a requirement on the time to market of certain types of changes.
The system and the associated semantic model are complex and it is
therefore very hard to test all effects of changes (i.e. the cost of test-
ing becomes an increasing problem). Alternative or complementing
methods for testing are therefore desirable. For instance, prediction
of change impacts can potentially be used to tune testing.

Different departments of the customer organization are
responsible for the operation and the development of the system,
respectively. The change planning and deployment (including
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adjustments and extensions) is, based on standardized procedures
and tools, undertaken by domain experts of the department which
is in charge of development of the system. The procedures for initi-
ating, evaluating and carrying out the changes are well defined with-
in the customer organization. The PREDIQT analysis is initiated by
the organization’s research department, on behalf of the overall
stakeholders. Thus, the diversity of the participants and stakehold-
ers (in terms of expertise, affiliation, interest, roles and background)
is evident.

6. Setup and data collection during the PREDIQT-based analysis

The analyst had more than nine years of relevant professional
experience in software engineering. The customer management
representatives and the domain experts had between 15 and
33 years of relevant professional experience each. Totally, three
managers (including the coordinator who is referred to as manager
in Tables 1–3) and four domain experts have been involved at the
different stages of the analysis. In addition to following up the pro-
gress, internally coordinating the participants within the customer
organization, and serving as the communication point at customer
side, the coordinator played a manager role. At least one manager
participated in each one of the preliminary meetings and work-
shops. The domain experts participated in prediction model devel-
opment, verification and demonstration. They also provided the
input for the thought experiment.

The system documentation received by the analyst from the
customer organization contained mostly descriptions and specifi-
cations in the form of verbal input, presentation slides, textual doc-
uments, sketch-like models integrated in various documents,
samples of change request forms, MS Excel documents in which
the system structure is described, and web pages. Thus, the Design
Models of the target system had to be developed as a part of the
analysis. All Design Models and Quality Models were developed
in UML [10], using the MS Visio tool. The DV structure was devel-
oped in MS Visio, and then transferred to an already developed MS
Excel based tool [1]. The latter tool displays DVs and supports
automatized parameter propagation and sensitivity analysis.

The original input and presentations provided in relation to the
meetings PM1 and PM2 were, in terms of scope of the systems pre-
sented and abstraction level, considerably broader than the target
of the analysis defined at the meeting W1. During the W1 meeting,
the group was guided by the analyst (using precise questions and
examples) to characterize the target in terms of scope and the
quality characteristics. This input, in addition to the written docu-
mentation already received, was sufficient for the analyst’s devel-
opment of the initial Design Models and Quality Models of the
system. The quality characteristics identified during W1 were com-
piled to the relevant parts of the ISO 9126 [8] standard, where the
interpretations and formal definitions of all elements are provided.
All quality characteristics in the compiled model were decomposed
into sub characteristics and indicators, in accordance with the
relevant parts of the ISO 9126 standard.

Due to the fact that verification only addresses certain parts of
the models, it was deliberately chosen to spend more resources on
the model development, particularly estimation of the DV param-
eters, than on their verification. Much of the existing documenta-
tion was used to deduce the values, rather than to verify them
afterwards.

All DVs were (in terms of structure and parameter estimations)
entirely developed and revised by the domain expert panel. Sup-
port from the analyst included guidance on the procedures, rules,
model syntax and documentation.

At meeting W4 the focus was on validation. The objective was
to check whether the models can facilitate providing predictions
within an acceptable threshold, in which case they are approved.
After a walk through of the four DVs, the following procedure
was followed for 9 independent change simulations:

1. The analyst presented the leaf node in question, its parent node,
the DV it is a part of and the current QCF of the leaf node in
question, without showing the DV.

2. The domain experts specified a known change which has
already been implemented on the system and which influenced
the selected leaf node.

3. The analyst presented the current QCF of the root node.
4. The analyst asked the domain expert panel for an estimate of

the new QCF of the node in question, given that the change is
deployed on the current system.

5. The analyst asked the domain expert panel for an estimate of
the new QCF of the root node.

6. The analyst used the DV to predict the new root node value
after the change.

On the two maintainability DVs, 2 and 3 leaf nodes were modi-
fied, respectively. On the two usability with respect to contents DVs,
2 different leaf nodes on each DV were modified. Each node was
modified independently according to the procedure above. In case
the change specified already had been applied on the system, its
reversal was estimated and simulated during the validation. A
table with the parameters from the procedure was dedicated to
each change and displayed on the presentation slides.

At meeting W5 the focus was on demonstrating the application
of the prediction models. The demo included:

1. Specification of a change which has already taken place.
2. Identification of the Design Model elements affected (By the

domain experts):
� Specification and substantiating of the Design Model

changes.
3. Identification of the related parts of the DVs (By the domain

experts):
� Modification of the DV parameter values.

4. Simulation of the change propagation on the DVs (By the
analyst).

5. Documentation of the DV nodes affected and the modified QCF
values.

The demo of model application assumed reversing a major
change which has already been deployed on the system. Hence,
the current prediction models incorporated the state after the
change whose reversal was to be demonstrated.

At each meeting, handouts of the current prediction models and
presentation slides were provided to all participants.
7. Outcomes of the PREDIQT-based analysis

This section reports on the main outcomes of the process pre-
sented in the previous section. We focus particularly on the final
prediction models, and the result of their validation and applica-
tion carried out during the respective stages of the process.
7.1. Characteristics of the prediction models

Both Quality Models and Design Models were developed using
UML. The Quality Models decomposed the total quality of the sys-
tem into two main quality characteristics, namely maintainability
and usability with respect to contents. Maintainability was further
decomposed into three sub-characteristics (changeability, testabil-
ity and stability), which again were decomposed into three, three
and two indicators, respectively. Usability with respect to contents
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was further decomposed into three sub-characteristics (informa-
tion correctness, information availability and operability), which
again were decomposed into four, four and three indicators,
respectively. In addition, each sub-tree was supplemented by a
node called ‘‘Other’’, for model completeness purpose. All nodes
of the Quality Model (except the ones called ‘‘Other’’) were defined
qualitatively and formally. Most of the definitions were retrieved
from the ISO 9126 standard, and the remaining ones were custom-
ized with respect to the target system. All formal definitions en-
sured normalized values between 0 and 1, where 0 denotes no
fulfillment and 1 denotes maximum fulfillment.

The Design Models specified concepts, system structure and
work flow. The Design Models consisted of 10 UML diagrams.
Mostly, class diagrams were used and their size ranged over 10–
20 classes. One activity diagram specified the work flow, and con-
tained 10 (activity) elements and one decision point.

Two DVs were developed for each quality characteristic, that is,
four DVs in total. The two DVs dedicated to a quality characteristic
covered the two main perspectives of the system’s purpose. The
same two perspectives were covered by the remaining two DVs
for the other quality characteristic. However, the DVs of the second
quality characteristic were to a limited degree different (in terms
of structure) from the respective corresponding DVs dedicated to
the first quality characteristic. The main difference was in names
and semantics of certain nodes. Due to the different definitions
(provided by the quality models) of the quality characteristics,
the parameter values are not comparable between the respective
DVs of the two quality characteristics.

For the quality characteristic Maintainability, the first DV (M1)
had 31 nodes, of which 26 nodes were leaves. The second DV
(M2) had 35 nodes, of which 28 nodes were leaves. For the quality
characteristic Usability with respect to contents, the first DV (UC1)
had 31 nodes, of which 26 nodes were leaves. The second DV
(UC2) had 34 nodes, of which 27 nodes were leaves.
7.2. Results of the model validation

Table 4 summarizes the results of the above presented valida-
tion. The first column specifies the DV on which the change was
introduced. The second column shows the difference between
the estimated (i.e., modified due to the change by the domain ex-
pert panel) and the old (prior to the change) value of QCF on the
leaf node addressed. The third column shows the difference be-
tween the simulated (by the DV) and the old (prior to the change)
value of QCF on the root node of the DV. The last column shows the
difference between the simulated (by the DV) and the estimated
(by the domain experts) value of QCF on the root node of the DV.
We see from the second column that most of the changes on the
leaf nodes led to decreased QCF values. We also observe from
the third column that four out of nine changes had no impact on
Table 4
Results of validation based on 9 independent changes. The first column specifies the DV on
the estimated (i.e., modified by the domain expert panel due to the change) and the old (pr
difference between the simulated (by the DV) and the old (prior to the change) value of QCF
the simulated (by the DV) and the estimated (i.e., modified by the domain expert panel d

Estimated – old (leaf node

1st DV dedicated to Maintainability (M1) �0.01
1st DV dedicated to Maintainability (M1) 0.01
2nd DV dedicated to Maintainability (M2) �0.1
2nd DV dedicated to Maintainability (M2) �0.02
2nd DV dedicated to Maintainability (M2) �0.16
1st DV dedicated to Usability w.r.t. contents (UC1) 0.5
1st DV dedicated to Usability w.r.t. contents (UC1) �0.15
2nd DV dedicated to Usability w.r.t. contents (UC2) �0.05
2nd DV dedicated to Usability w.r.t. contents (UC2) �0.07
the root node QCFs when they were propagated by the DVs. More-
over, we observe from the last column that, in the case of of five
out of nine changes, the simulated QCF values on the affected root
nodes were equal to the values estimated (through thought exper-
iment) by the domain experts. For the overall four changes, the
deviation was rather small, but the simulation was (in the case
of three changes) more optimistic than the estimation.
7.3. Results of the demonstrated application of the prediction models

Of the 10 existing diagrams of the Design Models, 7 diagrams
were affected by the change specified. Within these 7 diagrams,
the number of elements affected by the change was 2 out of 4, 1
out of 20, 5 out of 8, 2 out of 9, 1 out of 6, 2 out of 12 and 2 out
of 5, respectively.

On the first one of the two DVs dedicated to Maintainability,
three leaf nodes were affected as follows: increase by 1%, increase
by 1% and unchanged QCF, respectively. The simulation showed
that one internal node was affected and no significant effect on
the root node was indicated by the simulation.

On the second one of the two DVs dedicated to Maintainability,
one leaf node was affected by a decrease of 30%. The simulation
showed that one internal node was affected and the simulated
effect on the root node was a decrease of QCF by 3%.

On the first one of the two DVs dedicated to Usability with re-
spect to the contents, QCFs of three leaf nodes were affected as fol-
lows: decrease by 3%, decrease by 2.5% and decrease by 8%,
respectively. The simulation showed that one internal node was
affected and the simulated effect on the root node was a decrease
of QCF by 3%.

On the second one of the two DVs dedicated to Usability with re-
spect to the contents, one leaf node was affected by a decrease of
30%. The simulation showed that one internal node was affected
and the simulated effect on the root node was a decrease of QCF
by 3%.
8. Assessment

This section reports on the assessment part of the research
method, the main stages of which are depicted in Fig. 3. The eval-
uation of the predictions based on a thought experiment is pre-
sented first. Second, the written feedback provided by the
analysis participants from the customer organization upon com-
pletion of the aforementioned evaluation, is summarized. The writ-
ten feedback is also referred to as a postmortem review. The third
subsection reports on the verbal feedback provided, during the
study, by the analysis participants from the customer organization.
Lastly, the experiences and observations made by the analyst dur-
ing the case study, are summarized.
which the change was introduced. The second column shows the difference between
ior to the change) value of QCF on the leaf node affected. The third column shows the
on the root node of the DV in question. The last column shows the difference between

ue to the change) value of QCF on the root node of the DV.

) Simulated – old (root node) Simulated – estimated (root node)

0 0
0 0
�0.01 0

0 0
�0.01 0.02

0.01 �0.01
0 0.07
�0.01 0
�0.01 0.01
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8.1. Evaluation of predictions

During the last part of the W5 meeting (that is, upon comple-
tion of the PREDIQT-based analysis), a thought experiment was
performed by asking the domain experts to estimate the new root
node QCF values on the respective DVs due to a specified change.
The domain experts were given the current and the new QCF
values of the leaf nodes affected, as well as the current QCF value
of the root node. The change specified was a major, already imple-
mented, architectural design change which added a new function-
ality to the system. The evaluation (simulation and thought
experiment) assumed reversal of the change. The change affected
up to three leaf nodes on each DV. The purpose of the thought
experiment was to test the usefulness of the predictions obtained
from the models. That is, we assumed that the domain experts
had thorough knowledge of the system, and that their root node
estimates reflect the reality of how the quality characteristics are
affected by the change. Then, the simulated root node value is
compared to the thought experiment provided one. Propagation
during the simulation is subject to structure and parameter values
of the prediction models. The propagation is also subject to the
identified leaf nodes and their modified QCFs. Therefore, the struc-
ture of the models, the values originally assigned to the DV param-
eters, as well as the modification of the affected parts of the DVs,
are all incorporated into the evaluation when the simulated and
the estimated (through the thought experiment) root node QCFs
are compared.

The thought experiment showed the following relationship be-
tween the simulated root node QCF values and their corresponding
estimates (provided by the domain experts), regarding the respec-
tive above presented simulations on:

� the first one of the two DVs dedicated to Maintainability: no
deviation between estimated (by the domain experts) and sim-
ulated (by PREDIQT),
� the second one of the two DVs dedicated to Maintainability:

estimated is 4.5% higher than simulated,
� the first one of the two DVs dedicated to Usability with respect to

the contents: estimated is 3% higher than simulated,
� the second one of the two DVs dedicated to Usability with

respect to the contents: estimated is 7.7% higher than simulated.

8.2. Written feedback after the analysis

The summary provided here is based on contents analysis of the
answers of five respondents. The answers have been provided on a
pre-defined evaluation template (see Appendix B). The answers
have been abstracted and categorized in order to reduce the vol-
ume of raw text and reveal possible similarities and contrasts.
More details from the written feedback are reported in Appendix C.

All respondents have participated in the whole or parts of the
analysis, and are affiliated with the customer organization. Table 5
summarizes the background of the respondents. Only a subset of
Table 5
Background of the respondents, as reported through answers on question 1 from the templ
have participated in the whole or parts of the analysis, and are affiliated with the customer o
information consists of position at the customer organization, education, years of professio
role in the organization, each one had a MSc degree or equivalent, and each had between
coordinator (who also acted as a manager in the case study and is referred to as manager

Respondent R1 Respondent R2 R

Position Senior Researcher Chief Specialist S
Education (degree) MSc MSc M
Years of professional experience 15 20 2
Role in the case study Coordinator Manager E
the analysis participants provided the written evaluation, which is
why there are only five respondents but more analysis participants.

The main strengths pointed out are: ‘‘The PREDIQT method is
useful and it suits well the problem addressed’’(R2), ‘‘It was a
way to in a systematic manner divide the problem in smaller parts,
and then aggregate the quality level for the whole model’’(R3), and
‘‘Modeling concept – propagation of assessments’’(R4). A weakness
repeatedly pointed out is the missing formal mapping of the
parameter estimates to the model, i.e. the parameter estimates
may be too sensitive to the context and the interpretation (R1,
R3, R4, R5).

All five respondents agreed that the models facilitate communi-
cation, knowledge exchange and understanding of the target sys-
tem, its architecture and its quality characteristics. R1 argues
that ‘‘the workshops force people to communicate and harmonize
into one model; the system is clarified and parts of the architecture
are disclosed and discussed; the most important part is assigning
estimates on quality characteristics, which forces people to make
statements’’. R2 argues that ‘‘the method provides a good model
of the system, which can be communicated around; when a mul-
ti-disciplinary group manages to make a model of a complex prob-
lem and communicate around it, you have achieved a good result;
when you additionally can make predictions based on the model,
the result is even better’’.

R1 points out that the effort needed for conducting the analysis
is reasonable from a typical management consulting perspective,
but in an engineering context, more effort should be directed to-
wards specific parts.

Regarding the future use of the method, R1 expresses the inten-
tion to use the models developed in the future, for purpose of
architecture development and dependability analysis. R2 and R3
express the wish to use the method in future projects, given that
financing can be provided. R4 intends to use the prediction models
if they can be tailored to specific use cases, while R5 writes: ‘‘I be-
lieve the model can be used to understand and predict the result/
risk in different changes’’.

R1 expresses that the PREDIQT method ‘‘has already served the
purpose in creating understanding and analysis. If incorporated with
more tool support, I think it can be utilized in practice’’. R2 expresses
that PREDIQT is very much better than no method, but it is unknown
what it takes for it to be perfect. R3 and R4 express that the benefit
from the method and quality of the predictions depend on the mod-
eling skills and granularity of the models. R5 points out the challenge
of interpreting the predictions due to the lack of documentation of
the assumptions made during the parameter estimation.

Regarding challenges with usage of the method, R2 expresses
two main issues: ‘‘access to competent resources to make the mod-
els and interpretation of the predictions and the corresponding
uncertainty which requires competence’’. R3 points out three chal-
lenges: ‘‘be sure that you have modeled the most important as-
pects; models need to be verified; define the values in a
consistent way’’. R4 sees the uncertainty challenge in the fact that
the changes are marginal and therefore give small effects on the
ate (presented in Appendix B) used for collecting written assessment. All respondents
rganization. Each respondent is presented in a dedicated column, and the background
nal experience and role in the case study. We see that all respondents had a relevant

15 and 33 years of professional experience. Three domain experts, a manager and the
in Tables 1–3) responded.

espondent R3 Respondent R4 Respondent R5

oftware Architect Senior Principal Engineer Work Process Developer
Sc equivalent MSc MSc

7 33 20
xpert Expert Expert
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numbers, while R5 relates uncertainty to the insufficiently formal
interpretation of the parameter values due to the assumptions
made during their estimation.

Regarding the main benefit of the method, R2 expresses that
PREDIQT ‘‘reduces uncertainty at change, but does not eliminate
it; but it does systematize the uncertainty and reduce it sufficiently
so that the method absolutely is valuable’’. R3 sees the discussion
of the quality characteristics and agreement upon the most impor-
tant ones, as the main benefit.

The improvements suggested include simpler tool support,
stricter workshops, increased traceability between the models, re-
use of the Design Models based on other notations, and in-advance
preparation of the experts.

8.3. Verbal feedback during the analysis

The verbal feedback includes the responses and comments from
the analysis team, given during the different meetings – mainly by
the end of the analysis. These include:

� The quality values (or their relative distance) should be mapped
to monetary values or a similar measure of cost/gain in order to
facilitate a cost-benefit analysis and ease interpretation of the
DV parameters.
� The granularity of the changes is given by the granularity of the

models. That is, minor changes may have very negligible impact
on the models, unless the models are fine grained. A remedy is to
deliberately increase the detail level of certain parts of the mod-
els. Still, although the parameters in such cases are almost
unchanged, the prediction models help understand the propaga-
tion paths.
� The process of developing and verifying the models facilitates

discussions, system understanding and knowledge exchange
among the participants.
� The analyst should be aware of the possible bias or interests of

the participants, particularly when the parameters are based on
domain expert judgments.
� Certain parameters require a holistic approach (e.g. business

perspective) or a special background (e.g. end-user). Some
parameters may be uncertain due to lack of representation of
such competence in the domain expert panel.
� Better documentation of the semantics and contextual informa-

tion regarding the DV nodes, is needed. This would ease the use
of DVs and particularly parameter estimation when some time
has passed after the DV structure is developed.
� Active participation of the domain experts in the model devel-

opment contributes not only to the model quality, but also to
the experts’ understanding of the models, and ability to use
and maintain the models after the analysis.
� The time spent on development of the prediction models is

much longer than the time spent on the model verification. This
has shown to be beneficiary since model development was
founded on numerous documents which the domain experts
could interpret and relate to the quality notions. Doing this
early in the process and consistently on all parts of the models
while discussing the models in the group is preferred to verify-
ing certain parts of the models. Ideally, one should do both, but
when the resources are limited, the choice we made was pre-
ferred (due to higher model quality early in the process, as well
as more extensive brainstorming and discussions in the group)
provided that the verification is satisfactory.
� The estimates are much more informative when considered and

interpreted relative to each other than individually. When one
estimate is unambiguous in terms of the interpretation of the
value and the assumptions made during its estimation, values
of the others (on the same DV) may be compared to the well-
known one in order to be interpreted.

8.4. Observations made during the analysis

Some of the main experiences and observations made by the
analyst are presented in the sequel.

� One of the main challenges for the analyst during the develop-
ment of the Design Models was acquiring an understanding of
the expert terminology used in the system. The documentation
received and the S1 meeting rectified this.
� Regardless of how well the analyst understands the target system

and its quality characteristics, it is crucial that the analyst does
not develop the prediction models alone. The model develop-
ment and verification trigger many useful discussions among
the domain experts, and help reveal inconsistencies and misun-
derstandings. In addition, the prediction models are intended to
be used and maintained by the domain experts who need to be
able to relate to the models and the tools they are developed in.
The optimal approach is that the analyst presents an initial ver-
sion of the models, which are discussed, corrected and further
developed in the group. Errors or missing parts in the initial mod-
els are often an advantage as they trigger the discussions in the
group.
� It is important to dedicate sufficient resources to the character-

ization of the target, provision of the input and formation of a
common understanding of the Quality Models. These are pre-
requisites for avoiding elementary discussions and ambiguities
during the rest of the analysis.
� The analyst has to be aware of the inconsistencies of the termi-

nology used in documents and the verbal communication
among the domain experts, as well as between the overall
stakeholders. Any such inconsistencies should be clarified, pref-
erably through the Quality Models or the Design Models.
� The PREDIQT method has to be sufficiently understood by all

parties.
� It is important to use a notation for the prediction models that

all analysis participants can relate to.
� The time taken to estimate the parameters of the DVs is at least

twice as long as the time needed to develop the structure of the
DVs. It is necessary to explain that the DV structure is devel-
oped with respect to both Design Models and Quality Models,
since dependencies are modeled with respect to the respective
quality characteristic that the DV is dedicated to. Availability
and common understanding of the Quality Models during
parameter estimation is crucial.
� The structure of the DVs may need to be adjusted during the DV

parameter estimation. For this, tool support more flexible than
what our MS Excel sheets currently offer is needed.
� When developing the DVs, certain assumptions and choices are

made. Traces to the specific Design Model elements may exist,
and only certain indicators from the Quality Models may be used
in estimation. The current tool support is insufficient for effi-
ciently documenting these aspects ‘‘on the run’’ during the
meetings.
� Since a PREDIQT-based analysis requires considerable effort

from the customer organization, it is essential to ensure com-
mitment of the management and allocate the resources needed.
� It is important to make the right balance between the represen-

tativeness of the domain expert panel and the effectiveness
of the analysis when choosing the size of the analysis
group. Although a larger group is likely to increase statistical
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significance of the data, time consumption on the discussions
may rapidly grow with the number of the participants. There-
fore, one should ensure that a fraction of the domain expert
panel is present at all meetings and provides continuity, while
some turnover of the overall participants depending on the goal
of the meeting may be beneficiary. The turnover, however,
necessitates updates of the participants on both the PREDIQT
method and on the current status/results of the analysis. There
is clearly a trade-off between the resource consumption and
the model quality.
� The meetings should be as tightly scheduled as possible, pro-

vided that the necessary preparations are feasible. The rationale
is to prevent the need for updates on recent results.
� Approximately half a year has been a reasonable time allocation

for this case study. In a commercial analysis, a tighter course
during a shorter period of time could be achieved if the partic-
ipants can prioritize the analysis even more among their overall
tasks and if the tool support is improved.

9. Evaluation with respect to the success criteria

In this section we evaluate the performance of the PREDIQT
method in this case study with respect to the success criteria pre-
sented in Section 4. Thus, this section addresses the last stage of
the research method depicted by Fig. 3.

SC1: The PREDIQT-based analysis facilitates predictions providing
sufficient understanding of the impacts of architectural design changes
on system quality characteristics, so that informed decisions can be
made.

The ability of simulating a realistic change during meeting W5
and the assessment reported in Section 8 indicate that we have
been able to develop an understandable and harmonized model
of the system, communicate around the model, identify the depen-
dencies and simulate the impacts of changes.

By performing thought experiments on the root node, the
change propagation and its impact from the leaves throughout
the different parts of the DVs was evaluated. Whether the devia-
tion reported is sufficiently small, is up to the customer to assess.
The answers presented in Section 8 suggest that this is the case.

The thought experiment-based evaluation of the predictions re-
sulted in no deviation on the first DV, and some degree of overes-
timation during the thought experiments. This can be due to
varying quality of the specific models or optimism of the domain
experts. We observe, however, that the deviation between the sim-
ulated (based on the DV models) and the estimated (through the
thought experiments) root node values during both model valida-
tion and the evaluation of the predictions has no repeatable pat-
tern but considerably high variance. Therefore, we do not have
reason to assume bias in the relationship between the simulation
and the thought experiments.

Many different parts of the DVs were affected during the evalu-
ation, which ensured both variation and complexity in the change
propagation – that is, coverage of the evaluation. Moreover, the
number of parameters (QCFs and EIs) in each one of the four differ-
ent DVs was around 60–70. Being able for a domain expert to
remember the values and the structure of the four different DVs
(which had been developed incrementally weeks before) should
be improbable. Together with the above mentioned variance, this
should exclude the possibility that the domain experts were able
to quickly calculate propagation of the changes during the thought
experiments. They were whatsoever asked by the analyst to purely
use their system knowledge when performing the thought experi-
ments. The evaluation of the degree to which the simulated and
the thought experiment-based estimates coincide would have
been more reliable if uncertainty [11] had been expressed in the
estimates. Then, one could have based the evaluation on whether
the deviation is within the already present uncertainty of the
estimates. Due to the limited time and the extent of the prediction
models, we did not have the resources for also including the uncer-
tainty handling in the analysis.

SC2: The PREDIQT-based analysis is cost-effective.
The analysis indicated that the PREDIQT method is feasible in a

fully realistic setting and within the limited resources allocated.
The process of the PREDIQT method that was undergone addressed
the whole target of analysis and resulted in prediction models that,
as the assessment indicates, provide the customer organization
with useful basis for understanding the impacts of changes, captur-
ing the propagation paths and obtaining the predictions. The do-
main experts have actively participated in development and
revision of the Design Models and the Quality Models, and fully
developed the DVs which cover the target of the analysis.

The feedback from R1 and R2 (customer management repre-
sentatives) presented in Section 8 indicated cost-effectiveness of
the analysis. The analysis has required approximately 215 (see
Tables 1–3) man-hours (apart from the reporting), which is within
the resources allocated. There are, however, some issues that must
be taken into consideration when evaluating these numbers.
Firstly, this was the second time the PREDIQT-based analysis
was performed to a real industrial case. Hence, even though the
analysis team included one of the inventors of the PREDIQT meth-
od, the process is not fully streamlined yet, due to limited empir-
ical experience with PREDIQT. It can reasonably be assumed that
the process will be more effective as the analysts gain experience
with applying the PREDIQT method.

Furthermore, the process of the PREDIQT method assumes that
the Design Models are in place prior to the analysis. Since this
was not the case, considerable time had to be spent on modeling
the system. Based on the experience gained and given that the De-
sign Models are available as input to the analysis, we believe that it
should be possible to carry out this kind of analysis within a time
frame of approx. 60 man-hours spent by analyst (not including
writing a final report) and ca. 50 man-hours spent by the overall
participants. Hence, the success criterion appears to be fulfilled in
this case. There is, however, still a need for a reference/baseline
for comparing our results with the results from possible alternative
methods. The future studies should address this, as well as cost-
effectiveness per DV/quality characteristic/Design Model. Reusabil-
ity of results (e.g. through experience factories) also contributes to
the cost-effectiveness and should be examined in the future work.

SC3: The prediction models are sufficiently expressive to adopt the
relevant architectural design changes and facilitate analysis of effects
of the changes on quality.

The diversity of changes in the demo and the validation, the
ability of simulating a realistic change during meeting W5 and
the assessment indicate that we have been able to develop a har-
monized model of the system and use it for identifying the depen-
dencies and simulating the impacts of all proposed changes. The
participants provided a lot of information about the target during
the analysis process. There were no instances where we were not
able to capture the relevant information in the prediction models.
Further application of the prediction models is, however, needed in
order to evaluate their expressiveness and whether they can be
maintained and used during the needed time period.

SC4: The prediction models are sufficiently comprehensible to al-
low the domain experts to be actively involved in all phases of the
PREDIQT process and to achieve the goals of each phase with a com-
mon understanding of the results.

The number of diagrams and parameter estimates was consid-
erable. Still, the multi-disciplinary domain expert panel affiliated
with several departments of the customer organization managed
to discuss and agree upon the the different parts of the eventually
harmonized and approved prediction models. The facts that the
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domain experts actively participated and continuously made pro-
gress according to the schedule of the analysis, managed to per-
form thought experiments and apply the models, indicate
comprehensibility of the models. One of the most demanding parts
of the analysis – development of the DVs – was entirely performed
by the domain experts and only facilitated by the analyst.

The available prediction models were presented by the analyst
during the meetings in order to validate the correctness of the
models or to use them as basis for the forthcoming stages. There
were many occasions where the participants suggested modifica-
tions, explained their rationale, or asked relevant questions about
some detail in a model. This indicates that the models were in
general comprehensible for the participants, and the postmortem
review suggests that the models served well as an aid in establish-
ing a common understanding of the target.

Still, comprehensibility of the models may vary among the par-
ticipants and between the models depending on the knowledge of
the system and the modeling notation. The fact that all the partic-
ipants in this analysis had a strong technical background may have
contributed to making the models easier for them to understand
than would be the case for an even more diverse group. It is still
necessary to have an analyst explain the method and the models,
as well as facilitate and manage the process, since the current tool
support is insufficient for ensuring a structured process and since
an adequate PREDIQT manual currently does not exist. The analyst
has played a rather active part during the analysis. A disadvantage
is that the active role may have influenced the analysis. However,
the involvement of the analyst is openly reported and reflected
upon. It has also allowed better insight into the process and a more
detailed evaluation of the results.

SC5: The PREDIQT-based analysis facilitates knowledge manage-
ment and contributes to a common understanding of the target system
and its quality.

The answers reported in Section 8 consistently suggest that the
PREDIQT-based analysis facilitates knowledge management. The
models have served as a means of documenting the system, trigger-
ing discussions and exchanging knowledge. The means of triggering
the discussions and further increasing participation of the domain
experts can still be developed as a part of the method. It is, for
example, essential that the analyst does not too actively develop
any models or uses the tools alone, which would make it more
demanding for the domain experts to use and maintain the models.

More structured process, improved traceability between the
models, documentation of assumptions and rationale, as well as
improved tool support (in terms of flexibility of modifications,
usability, process guidance, as well as documentation of traces,
rationale and assumptions) would facilitate the knowledge ex-
change and certainty of the models.
10. Threats to validity and reliability

The validity of the findings with respect to (1) the performance
of the PREDIQT method and (2) the results of the evaluation of the
predictions based on the thought experiment and the overall
assessment, depends to a large extent on how well the threats have
been handled. In addition to reliability threats, four types of valid-
ity threats, presented in [12,13], are addressed: construct validity,
conclusion validity, internal validity and external validity.

Reliability is concerned with demonstrating that the operations
of the case study can be repeated with the same results. Of course,
an industrial case study like this can never give solid repeatable
evidence. There are too many contextual factors influencing what
happens, as has been pointed out in Section 8 with respect to
assumptions and interpretations related to parameters. In the case
of our analysis it may be argued that we should have focused more
on verification, used historical data and performed more measure-
ments rather than using merely expert judgments, but such data
were not available. Instead, various Excel sheets and other relevant
documents (that models and numbers could be mapped to) were
extensively used during Design Model development and DV esti-
mation. We did, however, perform thought experiments on known
and implemented changes (whose effects on quality are well-
known) at several meetings, in order to validate the models and
evaluate the predictions. Still, the thought experiment-based eval-
uation does have more weaknesses as compared to the measure-
ment-based one.

The active involvement of the analyst may to some degree have
influenced the analysis and needs to be reflected upon. However,
since the role of the analyst is included in the method, the analyst
should not have been a significant source of bias. The involvement
of the analyst has also allowed better insight into the process and a
more detailed evaluation of the results.

Construct validity concerns whether we measure what we be-
lieve we measure. Both the model development and the thought
experiment relied on the subjective estimates provided by domain
experts. There was some turnover among the domain experts, but
two of them participated throughout the whole case study. The
simulations themselves were conducted by the method developer
after and independently from the thought experiment.

The change specifications included diverse, non-overlapping
changes covering major parts of the prediction models. The quality
attribute specific DVs were very complex, which minimizes the
possibility that the domain experts were able to remember the
DVs and thus quickly calculate propagation of the changes during
the thought experiment. The variance of the discrepancy between
the simulated and the thought experiment-based values is quite
high. All this considered, the risk that the prediction models, the
change impact simulations and the thought experiment-based
estimates were consistently wrong, should be relatively small.
Hard evidence in the form of measurements to validate the correct-
ness of the predictions would have been desirable, but this was
unfortunately impossible within the frame of this case study.

Another threat to the construct validity is the possible discrep-
ancy in the understanding of the prediction models, particularly
the Quality Models, by the domain experts. In case different
assumptions have been made implicitly, they are not documented
in the estimates. However, the active involvement of the partici-
pants in the model development and the ability of reaching agree-
ment during development, validation and use of the models, do not
give reason to assume that the models express else than specified.

Conclusion validity concerns the composition of participants
and the statistical analysis. Statistical power was limited due to
the low number of participants. The careful selection of experi-
enced participants and the variety of the changes should have
compensated for some of this.

Internal validity concerns matters that may affect the causality
of an independent variable, without the knowledge of the re-
searcher. Causality is present in decomposition of the quality char-
acteristics into quality indicators, in the development of the DVs,
and in the selection of the relevant indicators during the estima-
tion of the DV parameters. We have addressed these threats by
involving the domain expert panel in all model development and
validation, by actively using the available evidence and documen-
tation during the development of the Design Models and the esti-
mation, and by using the established ISO 9126 standard for the
decomposition and definition of the quality notions.

Additionally, in order to ensure that the DV structure fulfills the
requirements regarding completeness, orthogonality and a
dependency model developed from the perspective of the quality
characteristic in question, the analyst has systematically guided
the domain experts and explained the principles, during the DV
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structure development. The Quality Models and the Design Models
were also actively used during the DV development, as they provide
the underlying quality definitions and system representation,
respectively.

External validity concerns the generalization of findings of this
case study to other contexts and environments. The target system
is representative for the systems intended to be within the scope of
the PREDIQT method. Moreover, this is the second trial of PREDIQT
in a real-life setting and both trials have given promising results
and useful insights. Both trials have given strong indications of fea-
sibility of the method, reported similar benefits (understanding of
system architecture and its quality, usefulness of estimates partic-
ularly when interpreted relative to each other, and usefulness of
the process) and undergone the same stages of the PREDIQT
process. More measurements and their analysis were, however,
provided during the verification in the first case study (while
thought experiments were performed during the evaluation). This
case study has involved more domain experts and both the valida-
tion and the evaluation have merely been based on thought exper-
iments. The individual DVs developed in each case study were of
similar size. The first case study resulted, however, in three DVs
– one for each quality characteristic, while this one resulted in four
DVs – two for each quality characteristic. Apart from that, there is
no significant difference in the size or complexity of the prediction
models between the two case studies.

No particular customizations of the method were needed for
this trial. Thus, we have reason to believe that it should be possible
to reapply PREDIQT in another context.

11. Related work

The PREDIQT method for model-based prediction of impact of
architectural design changes on system quality characteristics
makes use of models that capture the system design, the system
quality notions and the interplay between system architecture
and quality characteristics, respectively. The predictions result in
propagation paths and the modified values of the parameters
which express the quality characteristic fulfillment at the different
abstraction levels. The PREDIQT method aims at establishing the
right balance between the practical usability of the models through
the simplicity of the model structures, and the soundness of the
predictions through a multi-stage structured process.

We are not aware of other approaches that combine these ele-
ments in this way. However, the issues of metrics estimation,
system quality and the various notations for modeling system
architecture, have received much attention in the literature.

According to Fenton and Neil [14], most prediction models use
size and complexity metrics to predict defects. Others are based on
testing data, the quality of the development process, or take a mul-
tivariate approach. In many cases, there are fundamental statistical
and data quality problems that undermine model validity. In fact,
many prediction models tend to model only part of the underlying
problem and seriously misspecify it.

Bayesian networks (BNs) [15,16] allow incorporating both mod-
el uncertainty and parameter uncertainty. A BN is a directed acyclic
graph in which each node has an associated probability distribu-
tion. Observation of known variables (nodes) allows inferring the
probability of others, using probability calculus and Bayes theorem
throughout the model (propagation). BNs are however demanding
to parametrize and interpret the parameters of. This issue has been
addressed by Omerovic and Stølen [17] where an analytical meth-
od for transforming the DVs to Bayesian networks is presented. It
also shows that DVs are, although easier to relate to in practice,
compatible with BNs.

PREDIQT is compatible with the established software quality
standard [8], which is applied in this case study. The goal/ques-
tion/metric paradigm [18,19] is a significant contribution to quality
control which also is compatible with PREDIQT and can be used for
development of Quality Models and design of a measurement plan
[20,21].

Various software architecture analysis methods (SAAM, ATAM,
ALPSM, SAEM, etc.) are surveyed in Ref. [22,23]. Compared to
PREDIQT, they are more extensive and provide a more high-level
based architecture assessment of mainly single quality characteris-
tic (maintainability or flexibility). Furthermore, they are not pre-
dictive, do not incorporate measurement, and quality is defined
and quantified differently. ATAM [24–26] is, for example, more
coarse-grained than PREDIQT in terms of both quality definitions
and measurement. PREDIQT allows a more fine grained analysis
of several quality characteristic and their trade-offs simultaneously
and with limited effort. Hence, an integration of the two methods
may be worthwhile examining.
12. Conclusions

The PREDIQT method makes use of models that capture the sys-
tem design, the system quality notions and the interplay between
system architecture and quality characteristics, respectively. The
predictions result in propagation paths and the modified values of
the parameters which express the quality characteristic fulfillment
at the different abstraction levels. PREDIQT aims at establishing the
right balance between the practical usability of the models and use-
fulness of the predictions. We are not aware of other approaches
that combine notions of architectural design and quality in this
way. However, the issues of metrics estimation, system quality
and the various notations for modeling system architecture, have
received much attention in the literature [14–16,8,18–21,24–
26,22,23].

The paper has presented experiences from using the PREDIQT
method [1] in an industrial case study. The contributions of the pa-
per include:

1. A detailed account of how the PREDIQT method scales in an
industrial context.

2. An evaluation of the performance of the method in an industrial
context.

The experiences and results obtained indicate that the PREDIQT
method can be carried out with limited resources (five workshops
and 215 man-hours), on a real-life system and result in useful
prediction models. Furthermore, the observations indicate that
the method, particularly its process, facilitates understanding of
the system architecture and its quality characteristics, and
contributes to structured knowledge management through system
modeling. All stakeholders, including the customer, the domain ex-
perts and the analyst gained a better and a more harmonized
understanding of the target system and its quality characteristics,
during the process. The knowledge management in the context
of this case study has concerned acquisition, exchange and
documentation of the knowledge available (in forms such as
domain expert knowledge, documentation or logs), regarding the
architectural design of the system, non-functional (quality) charac-
teristics of the system and the interplay between the architectural
design and the system quality.

Four evaluation methods have been used: a thought experiment
in order to evaluate the predictions obtained; written feedback
from the analysis participants; verbal feedback during the analysis
from the analysis participants; and observations made by the ana-
lyst during the case study. The evaluation methods complement
each other and are to a varying degree used during the discussion
of the success criteria. For example, when discussing success
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criterion 1 (usefulness of the predictions for making informed deci-
sions), the thought experiment is mainly referred to.

The issue of method scalability concerns two aspects which our
results indicate have been achieved and balanced: resources re-
quired to perform the analysis and the usefulness of the prediction
models. In particular, the evaluation argues that, within the scope
of the characterized target system and objectives:

� The PREDIQT-based analysis facilitates predictions providing
sufficient understanding of the impacts of architectural design
changes on system quality characteristics, so that informed
decisions can be made.
� The PREDIQT-based analysis is cost-effective.
� The prediction models are sufficiently expressive to adopt the

relevant architectural design changes and facilitate analysis of
effects of the changes on quality.
� The prediction models are sufficiently comprehensible to allow

the domain experts to be actively involved in all phases of the
PREDIQT process and to achieve the goals of each phase with
a common understanding of the results.
� The PREDIQT-based analysis facilitates knowledge management

and contributes to a common understanding of the target
system and its quality.

Full documentation of the case study exists, but its availability
is restricted due to confidentiality required by the customer. Hard
evidence in the form of measurements to validate the correctness
of the predictions would have been desirable, but this was unfortu-
nately impossible within the frame of this case study. Instead, we
have relied on extensive documentation and the domain expert
group with solid background and diversity. Still, thought experi-
ment-based validation of models and evaluation of the predictions
have weaknesses compared to the measurement-based ones. Par-
ticularly, we cannot exclude that possible undocumented or incon-
sistent assumptions have been made in model development,
although the Quality Models and the active participation of the do-
main experts in all model development should prevent this. Statis-
tical power was limited, due to the low number of participants. The
careful selection of experienced participants and the variety of the
changes specified during model validation, compensated for some
of these shortcomings. Another weakness is that the same domain
expert group has developed and validated the prediction models.
However, given the complexity of the prediction models (which
are very unlikely to be remembered), the variation of the changes
applied and variance of the deviation pattern obtained (between
the simulations and the thought experiment-based estimates),
we cannot see any indication of bias due to the same expert group.

Although the aforementioned threats to validity and reliability
are present in such a study, we argue that the results indicate the
feasibility and usefulness of the method in a real-life setting. The
study has also provided useful insight into the current strengths
and weaknesses of the method, as well as suggested directions for
future research and improvements. Particularly, the needs for im-
proved traceability, even more structured process guidelines and
better tool support have been highlighted. Although this case study
has evaluated PREDIQT in a different domain compared to the one
reported in Omerovic et al. [1], many more evaluations are needed
for evaluating the external validity of the method.

Note that PREDIQT has only architectural design as the indepen-
dent variable – the Quality Model itself is, once developed, assumed
to remain unchanged. This is of course a simplification, since sys-
tem quality prediction is subject to more factors than architectural
design. Usage profile, quality definitions and process are examples
of the factors whose variation PREDIQT does not address. This sim-
plification is worthwhile addressing in further work. The quality
model does not, however, express the required threshold on the
QCF values, only the definition of the quality characteristics and
their decomposition. That is, quality models define which quality
characteristics are relevant for the target system and how they
can be decomposed, interpreted and measured. Thus, QCF value
requirements/goals with respect to these definitions (in terms of
service level agreements or similar) can be changed and PREDIQT
is still fully applicable with the existing prediction models for the
target system. Therefore, the assumption that quality models are
static, should be realistic.

We have been able to apply and predict the effects of all the
architectural design changes that were suggested by the represen-
tatives of the customer organizations in the two case studies. Both
the extent of the changes applied and the accuracy of the predic-
tions obtained have varied. Although the evaluation of the model-
based predictions has been based on thought experiments only,
the predictions from both the first case study [1] and this one have
(by the evaluators affiliated to the customer organizations) been
judged to be useful. The evaluators did not express any threshold
for acceptable deviation of the model-based predictions relative
to the thought experiment-based ones. In this case study, there
was a tendency towards pessimism of the predictions, while more
average deviation was associated with the validation (as part of
the PREDIQT method). The changes applied during validation (of
the prediction models in this case study) were smaller than the
ones applied during model application. In both case studies, how-
ever, the number of changes applied is so small that a discussion
of patterns in deviation is not really meaningful. Still, correctness
and usefulness of the predictions is subject to many factors such
as the kind and extent of the changes applied on the models, the
purpose and complexity of the target system, the acceptable devia-
tion in accuracy of the predictions, and the quality of the prediction
models. Although the two case studies have been comprehensive,
independent and conducted on two different domains, further
empirical evaluations are needed for investigating the settings that
PREDIQT is suitable for.

The target system is representative for the systems intended to
be within the scope of the PREDIQT method. This is the second trial
of PREDIQT in a real-life setting and both trials have given strong
indications of feasibility of the method, reported similar benefits
(understanding of system architecture and its quality, usefulness
of estimates particularly when interpreted relative to each other,
and usefulness of the process) and undergone the same stages of
the PREDIQT process. There is no significant difference in the size
or complexity of the prediction models between the two case stud-
ies. No particular customizations of the method were needed for
this trial. Thus, we have reason to believe that it should be possible
to reapply PREDIQT in another context.
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Appendix A. Research method

The research method is motivated by the guidelines for case
study research provided by Yin [9]. This section reports on the
rationale for main decisions regarding case study design, data
acquisition and the analysis. A deductive approach is undertaken,
where the already defined PREDIQT method is exposed to an
empirical trial in the form of a case study. The structure of this sec-
tion follows the structure used by Yin [9].
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A.1. A case study

The technical definition of a case study is as follows [9].

1. A case study is en empirical inquiry that:
� investigates a contemporary phenomenon within its real-life

context, especially when,
� the boundaries between phenomenon and context are not

clearly evident.
2. The case study inquiry:
� copes with the technically distinctive situation in which

there will be many more variables of interest than data
points, and as one result,

� relies on multiple sources of evidence, with data needing to
converge in a triangulating fashion, and as another result,

� benefits from the prior development of theoretical proposi-
tions to guide data collections and analysis.

A case study method is, according to Yin [9], used when the re-
searcher deliberately wants to uncover contextual conditions –
believing that they might be highly pertinent to the phenomenon
of study. A case study comprises an all-encompassing method –
covering the logic of design, data collection techniques, and spe-
cific approaches to data analysis.

The main stages of the research method performed in this case
study are depicted by Fig. 3. The case study design included char-
acterization of the research question, the units of analysis and the
success criteria, as the main outcomes.

The PREDIQT-based analysis was performed by following the
pre-defined process of the PREDIQT method. However, instead of
performing predictions of effects of future changes during the last
phase (as specified by the PREDIQT process), we chose to demon-
strate how prediction models can be applied by simulating the ef-
fects of reversal of a very large already implemented change. As
such, the model application phase is not fully covered, but only
demonstrated. The affected Design Model elements and DV
elements were identified and their modified parameter values esti-
mated by the domain experts. Thereafter, the simulation on the
DVs was made by the analyst.

Additionally, in order to evaluate the predictions obtained, a
thought experiment regarding the effect of the change on the root
nodes of the respective DVs, was performed by the domain experts.
Thus, this was a part of the method assessment. Besides the
thought experiment, the assessment measures included: written
feedback (based on an evaluation template) from the analysis par-
ticipants (affiliated with the customer organization) provided upon
completion of the analysis and the above mentioned thought
experiment-based evaluation; verbal feedback during the analysis
from the analysis participants (affiliated with the customer organi-
zation); and observations made by the analyst during the analysis.
Based on the results of the PREDIQT-based analysis and the assess-
ment, we provide an evaluation with respect to the evaluation
criteria.
A.2. Design of the case study

The research question of this case study is ‘‘How does the PRED-
IQT method perform in a fully realistic setting and when applied on
a system from a different domain than the previously evaluated
one’’. The propositions are deduced based on the three phases of
the process of the PREDIQT method. Since the earlier performed
case study [1] indicated feasibility of the PREDIQT method, the
objective of this one is to investigate the performance of the meth-
od in a more structured manner. Furthermore, as proposed by Yin
[9], we included the following theory in the case study design:
The case study will show the weaknesses, the strengths and the
cost-effectiveness of the PREDIQT method when exposed in a new
domain, as well as within a fully realistic and organizationally
complex setting. This will provide the insight into feasibility and
performance of the method. Particularly we will uncover if the
method still scales in terms of resource consumption and the size
of the prediction models, when performed on a different domain
and in a more complex setting compared to the earlier case study.
The case study will also identify the needs for further research.

Phase 3: ‘‘Application of prediction models’’ is successful if:

� The prediction models are sufficiently expressive to adopt the
relevant architectural design changes and facilitate analysis of
effects of the changes on quality.
� The prediction models can indicate the change propagation

paths and provide the resulting quantitative values (of the qual-
ity characteristics) with sufficient certainty.
� The prediction models are sufficiently comprehensible to the

domain experts so that the specified changes can be applied
and the predictions (propagation paths and the modified quality
characteristic values) can be interpreted.

Phase 2: ‘‘Verification of prediction models’’ is successful if:

� The prediction models are sufficiently comprehensible to the
domain experts so that they can be evaluated, fitted and
approved with a common understanding.
� The prediction models are approved by the domain expert panel

with regard to their expressiveness, granularity, correctness and
completeness in representing the target system within the
objectives of the analysis. That is, the prediction models include
the necessary representation of the target system and can adopt
the kinds of changes characterized in Sub-Phase 1 of Phase 1.
� The prediction models are approved by the domain expert panel

with regard to certainty of the estimates.

Phase 1: ‘‘Target modeling’’ is successful if:

� The process and the objectives of the PREDIQT analysis are com-
prehensible to the domain experts so that a correct character-
ization of the objectives and input can be provided.
� The prediction models represent the target system within the

objectives of the analysis.
� The prediction models are sufficiently comprehensible to the

domain experts so that they can be actively involved in their
development and achieve a common understanding and agree-
ment with respect to the models.

Additionally, a PREDIQT-based analysis is successful if:

� The analysis is cost-effective.
� The analysis facilitates knowledge management and contrib-

utes to a common understanding of the target system and its
quality.

The phase-specific propositions and the entire analysis related
ones are related to the objectives of the different stakeholders
and merged into a set of main success criteria, as presented in
Section 4.

Based on the propositions, the units of analysis are identified as:

� the prediction models developed during the analysis,
� the predictions obtained in terms of propagation paths and the

QCF values,
� the process of the PREDIQT-based analysis,
� the participants of the analysis.
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The observations, the data collection and the postmortem re-
view are therefore focused on the four specified units of analysis.
Since reporting of all experiences from such a broad case study is
rather inexpedient, this paper reports on the aspects relevant for
the criteria and units of analysis specified above.

The evaluation of the research suggested by Yin [9] is based on
four tests: construct validity, internal validity, external validity and
reliability.

The three tactics available by Yin [9] for increasing construct
validity applied in this case study are:

� Use of multiple sources of evidence; in our context: extensive
documentation, analyst’s observations, multiple and diverse
change specifications, expert judgments and written evaluation
from a diverse group of domain experts.
� Establish a chain of evidence; in our context: the analyst has

documented and archived all models, meeting notes and pre-
sentation slides, and the secretary has documented and
archived minutes from each workshop and agenda of each
workshop. All documentation provided, evaluation forms filled
out and emails exchanged have also been archived. All reported
events, procedures, artifacts and participants and parties
involved are traceable by the authors. The confidentiality
demanded by the authors prevents however full traceability
by the external parties.
� Have a draft case study report reviewed by key informants;

this is fulfilled through a quality assurance of this report by
the case study coordinator (a management representative from
the customer organization). The case study coordinator
participated in all preliminary meetings and workshops, fol-
lowed up the progress and served as the communication point
at customer side.

The four analytic tactics available by Yin [9] for increasing inter-
nal validity applied in this case study are:

� Do pattern matching; this is done through comparing the sim-
ulated to the thought experiment-based effects of the changes
applied on one or more leaf nodes (independent variables), on
the root node (dependent variable) of the DV. The procedure
is applied on different leaf nodes of each DV, and based on mul-
tiple independent changes. Moreover, the changes have previ-
ously been implemented and their effects are known (they
have therefore been reversed in the prediction models). Addi-
tionally, a diverse group of the domain experts has been
involved in performing the thought experiments. A weakness
is however that the same domain expert group has developed
the prediction models. However, given the complexity of the
prediction models which is unlikely to be remembered, the var-
iation of the changes applied and variance of the pattern
obtained, we cannot see any indication of bias due to the same
expert group.
� Do explanation building; the deviations obtained from compar-

ing the simulation results to the thought experiment-based
estimates are explained through model quality and expert opti-
mism. The data collected through the evaluation is however not
representative for substantiating the explanation.
� Address rival explanations; the rival explanation suggesting a

bias due to memorization of the models by the experts, is
rejected due to complexity and inaccessibility of the DVs.
� Use logic models; this related the quality characteristic decom-

positions to the estimates of the leaf nodes on the respective
DVs, and their further propagation to the root nodes. The above
mentioned measures from the pattern matching apply.
One of the two tactics available for increasing external validity,
is applied in this case study:

� Use theory in single-case studies; the theory is specified above.
� Use replication logic in multiple-case studies; only partially

applied, this being the second trial of PREDIQT in an industrial
setting.

Two tactics are available for increasing reliability of a case
study:

� Use case study protocol.
� Develop case study database.

As mentioned above, full documentation of the case study ex-
ists, but its availability is restricted due to confidentiality required
by the customer.

Due to several units of analysis and fulfillment of one type of
rationale for single-case study design, our case study is classified
as embedded single-case study. The types of rationale for a sin-
gle-case study are:

� Critical case; we are testing an earlier prescribed method with
the aim to confirm, challenge or extend it. However, since a crit-
ical case should be designed so that it can be used to generalize
or falsify a theory [27], we cannot claim that our case is critical.
� Testing a unique or an extreme case; neither unit of analysis is

consider to be extreme or unique, given the frames of a typical
analysis.
� Representative or typical case; we believe to have captured cir-

cumstances and conditions of a realistic case study.
� Revelatory case; we do not consider the units of analysis to pre-

viously having been inaccessible for scientific investigation.
� Longitudinal case; this case has not been studied at several

points of time.

Presence of one rationale is, according to Yin [9], sufficient for
choosing a single-case study. The embedded single-case study al-
lows focusing on specific units of measure, while enabling study
of the rest of the context. Thus, the evaluation is targeted, while
the larger units are included as well.

The sample size and the data quality have been given by the re-
sources available within the study. The extent of the documenta-
tion, number of participants, qualifications of the participants
and the resampling effort have defined this. We have fully utilized
all resources available within the frames of the analysis.
A.3. Preparing data collection

Yin [9] emphasizes the skills of the analyst an an important pre-
requisite. Given the analyst’s professional background and the role
in development and earlier trial of the PREDIQT method, we con-
sider this condition to be fulfilled.

Another prerequisite is the training and preparation for the case
study. Given the preliminary meetings when the method was pre-
sented, as well as systematic guidance of the analysis participants
provided throughout the case study, we consider this condition to
be fulfilled. The goal has been to have all participants agree upon
the objectives, understand the basic concepts, terminology, the
process, the rationale and the issues relevant to the study. Discus-
sions rather than presentations have been the key approach, in or-
der to ensure that the desired level of understanding has been
achieved.
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The third prerequisite is the protocol development. The meeting
notes, minutes from the workshops, meeting presentation slides
and all models have been either produced in groups, or reviewed
once they are produced.

The fourth prerequisite – screening of the case study nomina-
tions – involved nomination of the participants of the analysis
and characterization the target system. The respective nomina-
tions were done by the customer organization and the established
analysis team, respectively.

A.4. Collecting the evidence

Yin [9] discusses six sources of evidence: documentation, archi-
val records, interviews, direct observation, participant-observation,
and physical artifacts which are highly complementary to each
other. Additionally, Yin [9] presents three essential data collection
principles:

� Use multiple sources of evidence.
� Create a case study database.
� Maintain a chain of evidence.

The documentation has included: administrative documents,
minutes from meetings, presentation slides, meeting notes, filled
evaluation forms, system and enterprise architecture documenta-
tion, requirements specification, system design documentation,
service level agreement, operational environment specification,
procedural descriptions for change request in the organization,
information model of the system, and the prediction models
developed.

The archival records are participant contact details, the disclo-
sure agreements, e-mail correspondence, and a listing of chal-
lenges from the preliminary meetings.

The interview form applied was structured conversation with
the analysis participants. The statements have been documented
in form of models and meeting notes.

The analyst has reported on the main direct observations and
participant observations from the case study. The analyst has
played a rather active part during the analysis. A disadvantage is
that the active role may have influenced the analysis. However,
the involvement of the analyst is openly reported and reflected
upon. It has also allowed better insight into the process and a more
detailed evaluation of the results. Still, the target characterization,
the model revisions and approvals and the evaluations have purely
been performed by the domain experts who were only guided by
the analyst. Additionally, the participant observations from the
overall participants have been collected in written and verbal
forms, and reported as a part of the postmortem review.

The multiple sources of evidence used in the case study have
developed converging lines of inquiry, a process of triangulation
which makes a conclusion more valid when based on several
sources of correlating evidence. Documentation, informers, data,
responders and observers have been triangulated. The triangula-
tion is a means of increasing the construct validity.

As mentioned above, all documentation is stored and traceable,
but its availability is restricted due to the confidentiality. The mod-
els have been stored in their incremental versions. The documen-
tation as such provides a chain of evidence which allows tracing
the origins of the main results.

A.5. Analyzing case study evidence

The case study has relied on the research question stated above,
and the evaluation has been driven by the success criteria specified
in Section 4. The success criteria serve as propositions. The evalu-
ation template for postmortem review also addresses the main
success criteria. The rival explanations have been considered as a
part of the section which discusses threats to validity and reliabil-
ity, but due to inability of determining statistical significance of the
input, no null hypothesis has been formulated. The prediction
models have been analyzed in terms of their size, complexity, com-
prehensibility and the deviation between the simulated and the
thought experiment-based estimates. Furthermore, the results of
the postmortem review have been summarized based on contents
analysis of the answers which are abstracted and categorized in or-
der to reduce the volume of raw text and reveal possible similari-
ties and contrasts.

As mentioned above, pattern matching has been performed
during both model validation and model application, by comparing
the simulated estimates with the ones obtained through thought
experiments. The patterns are related to the dependent variables
(root nodes) but they also validate the affected parts of the DV
which are involved in the propagation from the modified leaf
nodes. If the patterns coincide sufficiently, it helps strengthen
the internal validity.

The validation is based on multiple independent changes which
address different parts of each DV. Moreover, a multi-disciplinary
expert panel was involved in the thought experiment-based evalu-
ation. The change which the final evaluation was based on was
realistic, extensive, known and affected several parts of each DV.
Both propagation paths and the values obtained from the simula-
tion, were evaluated.

Uncertainty handling was not included due to the limited re-
sources. The priority was rather to develop the prediction models
which cover the target of the analysis. However, extensive use of
the Design Models and other documentation, as well as discussions
when developing the DVs did aim at increasing the precision.

Comparison of two case studies and cross-case synthesis is an-
other means of explanation building. This case has been briefly
compared to the previous one, in relation to the discussion of the
threats to external validity.

Logic models are presented by Yin [9] as a technique for stipu-
lating complex chain of events over time. In a logic model, the
dependencies are modeled and the data acquisition is planned
for testing the effects of changes of the modified parts on the re-
lated ones. In our case, this is done on the DVs and through the
evaluation addressing the root nodes. The structure of the Quality
Models is also indirectly tested, as the estimates are based on it.
The DV structure is also based on the quality characteristic defini-
tion, as dependencies are also expressed with respect to the quality
characteristic. The DVs are also partially traceable elements of the
Design Models. Thus, the relationships between the prediction
models, as well as relationships between the nodes of a DV may
be considered as a logic model.

A.6. Reporting the case study

The contents of this report have been driven by the success cri-
teria and the related reporting needs. The audience is the research
community and the practitioners interested in future trials of the
PREDIQT method. Ref. [9] provides guidelines on the reporting of
a case study. One of the issues addressed is the anonymity, which
is accepted when absolutely necessary. Due to the confidentiality
requested by the customer, the concrete context and the results
have only been reported to the degree approved. Still, we believe
that the paper provides useful insight into the experiences from
the trial, and fulfills the objective regarding evaluation of the
method, as well as suggesting the future work.

The contents of the paper have been authored by the research
group, which the analyst is a part of. In an attempt to avoid bias
in the interpretation of the results, emphasis has been put on neu-
trally presenting the factual results, rather than interpreting and
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analyzing them in detail. The relevant results have been presented,
including both supporting and challenging data. The selectiveness
is, as argued by Yin [9], relevant in limiting the paper to the most
critical evidence, instead of cluttering the presentation with sup-
portive but secondary evidence (which may sway or bore the read-
er). The paper has been approved by the customer organization,
with the aim of ensuring that agreement on the facts presented
is achieved, as well as that no confidential information has been
disclosed. Ref. [9] argues that such an approval increases the con-
struct validity of a study.

Appendix B. Design of the evaluation template

The evaluation template, used in relation to the postmortem
review, was designed in the form of a questionnaire in MS Word
form, as follows:

Title: Evaluation of the PREDIQT method in the XXX case study
Introduction We need your feedback in order to further improve

the PREDIQT method. Can you please provide your answers and com-
ments to the following questions? All questions are regarding the case
study you have been involved in during the second half of the year
2010, that is: ‘‘Analysis of XXX system, based on the PREDIQT Method’’.

DATE:

1. Please specify your background and role in the case study:

� Work place:
� Position:
� Education (degree):
� Years of professional experience:
� Role in the case study:
2. What is your general impression of the PREDIQT method?
Please describe the experience from the case study in your
own words. What do you think are strengths and weak-
nesses of the PREDIQT method? You may comment on both
the process undergone and the final prediction models.

3. To what degree do you think the method (including the pro-
cess and the final prediction models) facilitates communica-
tion, knowledge exchange and understanding with respect
to:

� the XXX system in general,
� its architecture, and
� its quality characteristics?
4. What is your experience from the process undergone? We
are particularly interested in your opinion regarding the
effort needed to develop the final prediction models, your
understanding of the process and your opinion on the
involvement or interest of the different participants, during
the case study.

5. Please comment on your opinion regarding certainty, under-
standability, completeness and usability of the prediction
models:

� Design Models
� Quality Models
� Dependency Views
6. Do you intend to make use of any prediction models (Design
Models/Quality Models/DVs), in the future? If so, which
models do you intend to use further and in which context?
If not, why not?

7. To what degree do you think the PREDIQT method (the pro-
cess undergone and the resulting models) can aid under-
standing, analyzing and predicting the impacts of changes
of XXX on its quality?

8. What do you see as the main challenges or problems with
usage of the method and the final prediction models?
9. What do you see as the main benefits of the method (process
and the prediction models)?

10. Which prediction models (Design Models/Quality Models/
DVs) or properties of the models do you find most useful
and why?

11. What kinds of improvements of the PREDIQT method (pro-
cess and the prediction models) would you recommend?

12. Do you have further comments or suggestions?

Appendix C. The feedback received through the evaluation
template

This section summarizes the feedback provided by five respon-
dents on a pre-defined evaluation template (see Appendix B). The
summary is based on contents analysis of the answers obtained.
All respondents are affiliated with the customer organization.
Table 5 shows the background of the respondents, as reported
through answers on question 1 from the template.

On question 2, the main strengths pointed out are: ‘‘The PRED-
IQT method is useful and it suits well the problem addressed’’(R2),
‘‘Going for structure, going for reuse, utilizing group judgment and
calculation of scores’’(R1), ‘‘It was a way to in a systematic manner
divide the problem in smaller parts, and then aggregate the quality
level for the whole model’’(R3), ‘‘Modeling concept – propagation
of assessments’’(R4). A weakness repeatedly pointed out is the
missing formal mapping of the parameter estimates to the model,
i.e. the parameter estimates may be too sensitive to the context
and the interpretation (R1, R3, R4, R5). Complexity of the method
and need for better tool support were pointed out by R5 and R1,
respectively.

On question 3, all five respondents agreed that the models
facilitate communication, knowledge exchange and understanding
of the three aspects specified. R1 argues that ‘‘the workshops force
people to communicate and harmonize into one model; the system
is clarified and parts of architecture are disclosed and discussed;
the most important part is assigning estimates on quality charac-
teristics, which forces people to make statements’’. R1 however
points out that the semantics of the characteristics should be more
formal and the process of their harmonization in the group more
strict. R2 argues that ‘‘the method provides a good model of the
system, which can be communicated around; when a multi-disci-
plinary group manages to make a model of a complex problem and
communicate around it, you have achieved a good result; when
you additionally can make predictions based on the model, the
result is even better’’. R3 argues that the communication is to a les-
ser degree efficient towards people outside the expert group, while
R5 argues that the models are more useful for mapping conse-
quences of changes, then for providing sufficiently precise
predictions.

On question 4, R1 points out that the effort needed is reason-
able from a typical management consulting perspective, but in an
engineering context, more effort should be directed towards spe-
cific parts. R2 focuses on the benefit from useful discussions and
insight into other’s understanding of the system and the model.
R3 thinks it is difficult to be a part of such a process without using
more time, and expresses that more time should have been used on
verification, while R4 and R5 think that the time needed for mod-
eling is extensive.

On question 5, the answers vary. R2 and R3 point out that the
process itself and the fact that the participants are encouraged to
provide numbers is important for improved understanding. R2
thinks the uncertainty challenge lies in the estimates, while R1
sees the main uncertainty challenge in the Design Models, while
Quality Models are in accordance with the goal. R3 expresses that
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the uncertainty of Design Models and Quality Models comes from
unknown usage profile, while DVs give clear dependencies and
propagation of assessments. R5 emphasizes that non-linearities
are difficult to explicitly model in the Design Models and the DVs.

On question 6, R1 confirms the intention to use the models
developed in the future, for purpose of architecture development
and dependability analysis. R2 and R3 express the wish to use
the method in future projects, given that financing can be pro-
vided. R4 intends to use the prediction models if they can be
tailored to specific use cases, while R5 writes ‘‘I believe the model
can be used to understand and predict the result/risk in different
changes’’.

On question 7, R1 expresses ‘‘it has already served the purpose
in creating understanding and analysis. If incorporated with more
tool support, I think it can be utilized in practice’’. R2 expresses
that PREDIQT is very much better than no method, but it is un-
known what it takes for it to be perfect. R3 and R4 express that
the benefit from the method and quality of the predictions depend
on the modeling skills and granularity of the models. R5 points out
the challenge of interpreting the predictions due to the lack of
documentation of the assumptions made during the parameter
estimation.

On question 8, R2 expresses two main challenges ‘‘access to
competent resources to make the models and interpretation of
the predictions and the corresponding uncertainty which requires
competence’’. R3 points out three aspects: ‘‘be sure that you have
modeled the most important aspects; models need to be verified;
define the values in a consistent way’’. R4 sees the uncertainty
challenge in the fact that the changes are marginal and therefore
give small effects on the numbers, while R5 relates uncertainty
to the insufficiently formal interpretation of the parameter values
due to the assumptions made during their estimation.

On question 9, R2 expresses that the method ‘‘reduces uncer-
tainty at change, but does not eliminate it; but it does systematize
the uncertainty and reduce it sufficiently so that the method abso-
lutely is valuable’’. R3 sees the discussion of the quality character-
istics and agreement upon the most important characteristics, as
the main benefit. R4 answers ‘‘the final model’’, while R5 writes:
‘‘the Design Model itself and DVs; making the model forces you
to consider all parts and their dependencies’’.

On question 10, R1 emphasizes the harmonized system under-
standing. R2 expresses that the totality is important, and it is diffi-
cult to select certain models that are more important, just as is the
case when thinking if wheels or the motor are most important on a
car. R3 answers: ‘‘since I think the process and not the prediction is
most useful, the model is just a tool to facilitate the discussion’’. R4
and R5 answer ‘‘DVs’’, and R5 also adds: ‘‘making the DVs forces
you to consider all parts and their dependencies’’.

On question 11, R1 emphasizes tool support, stricter workshops,
and in-advance preparation of the experts. R2 also points out sim-
pler tool support, which would enable large-scale use of the method
by many end-users. Furthermore, R2 points out the need for in-
creased traceability between the models, so that the relationships
(and impacts among the models) are more explicit to the user, in-
stead of model consistency/validity keeping (after a change deploy-
ment) being a manual task. R2 also expresses the challenge of
keeping the models consistent with the underlying system which
is undergoing an evolution and needs continuous support for pre-
diction of the impacts of changes. Furthermore, R2 asks if existing
system models can be reused and serve as the Design Models, as
it may enable use of existing methods and analysis related to do-
main specific notations. R3 expresses that ‘‘it was difficult to define
a quality value. Maybe the method should recommend how the
teams could work to get consistent values through the model’’. R4
suggests ‘‘detailed views of parts of the system’’, while R5 again ex-
presses the uncertainty regarding the possibility of modeling the
system realistically in a linear model.

No respondent had comments in relation to question 12.
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